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Ethical Principles
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FAIRNESS

Treat all stakeholders equitably and
prevent undesirable stereotypes and
biases.

o

O
PRIVACY & SECURITY

Protect data from misuse and
unintentional access to ensure privacy
rights.

TRANSPARENCY

Create systems and outputs that are
understandable to relevant stakeholders.
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INCLUSION

Empower everyone, regardless of ability,

and engage people by providing channels
for feedback.

U

RELIABILITY

Build systems to perform safely even in
the worst-case scenario.
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ACCOUNTABILITY

Take responsibility for how systems
operate and their impact on society.



INTRODUCTION

Background

Artificial Intelligence (Al) has the potential to
iImprove many areas of our lives, but the
users of Al-based systems typically have a
limited understanding of how these systems
make decisions.

Chen et al, 2014

Transparency: “The descriptive quality of an
interface pertaining to its abilities to afford
an operator’s comprehension about an
intelligent agent’s intent, performance, future
plans, and reasoning process.”

Al is seldom 100% reliable. To minimize
unintended consequences associated with
reliance on Al, and calibrate the right level of
trust in the Al, it is important to convey the
reliability of the Al to the users of the system.




INTRODUCTION

Design principles for increasing Al transparency

1. Make the capabilities and purpose of the Al clear.

2. Set appropriate expectations about what the Al can and

cannot do.

3. Provide accurate and timely feedback.

4. Present contextual information about Al reliability.

Display information about the source of an Al failure and what

users should do in a given situation.

10.

Group and isolate less reliable or vulnerable Al components/functions so

that user trust of reliable components/functions does not erode.

Provide information about how the Al algorithm works.

Provide information about the uncertainty of the Al's predictions and

decisions.

Allow users to provide feedback to improve the accuracy of the Al system

Balance Al transparency and information overload wisely.



PRINCIPLE 1

Make the capabilities and purpose of the Al clear

To the extent possible, information about the Al's purpose, process, and
performance should be made transparent to users to help them establish an
appropriate level of trust in the Al

Lee & Moray, 1994; Lee & See, 2004; https://www.heylyra.com
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The Lyra personal assistant app provides

information about some of the things it can
do, such as translation or looking up the

weather.
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Cortana provides examples of some of
the types of tasks that it can perform,
such as putting an appointment on the
user’s calendar or setting a reminder.

@ Chart of distribution of Brand

(?) Compare Average Sales for Brand BMW
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@ Median of Sales

GSuite's Explore provides sample qguestions that users can ask it about their data.



PRINCIPLE 2

Set appropriate expectations about what the Al can

O Type here to search
and cannot do

“The "Ask me anything” in Cortana’s task bar was changed to “Type here to search”.

People you may know

Explaining the behavior of the Al in ways that users understand helps them create

a mental model of system capabilities, and more appropriately calibrate trust in
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Facebook phrases their recommendations as “People you may know” rather than

| "People you know.”
de Graaf & Malle, 2017; Collisson et al., 2017



PRINCIPLE 3

PrOVIde adCCU rate and t|m6|y fEEd baCk Google Home provides feedback that it is listening for a query via the four colored LED

lights that spin when the device hears a hotword, “Ok Google” or "Hey Google.”

ull AT&T = 11:14 PM < 3 100% (=) #

Who won the Seattle Seahawks
game

Designing systems that provide users with accurate feedback about their reliability

or how they operate facilitates appropriately-calibrated trust.

The Seahawks just barely lost to
the Broncos yesterday; the final

Feedback can typically be provided at various stages of interaction with a system. N 71024,

SPORTS

== 24-72/ ==

Seahawks Final - Yesterday Broncos
0-1 1-0

Seahawks

Broncos

Broncos Stadium at Mile High

Siri displays a transcription of the user’s query (“Who

won the Seattle Seahawks game?”) as a means of
providing feedback regarding what was heard.

Dadashi, Stedmon, & Pridmore, 2012; Endsley, 2017; Gao & Lee, 2006; Hoff & Bashir, 2015; Jamieson, Wang, & Neyedli, 2008; Neyedli, Hollands, & Jamieson, 2011; Seong & Bisantz, 2008; Parasuraman & Riley, 1997; Wang, Jamieson, & Hollands, 2009; Source: Google Home Help



PRINCIPLE 4

Airspeed Attitude
Indicator Indicator Communications
Frequency
Selector
Present contextual information about Al reliability
Pressure Coordinator Speed
Indicator Transponder

Flap Confidence
Setting Display

An Al system'’s reliability is usually context-dependent, as functions are typically
sensitive to system settings or changes in external conditions.

To ensure appropriate trust, contextual information about changes in a system'’s
reliability should be made apparent to the user.
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Confidence trend display that assists pilots with detecting and handling in-flight icing
encounters, and surrounding instruments.

Rovira et al., 2014; McGuirl & Sarter, 2003; Muir, 1988; Lee and Moray, 1994



PRINCIPLE 5

Display information about the source of an Al failure
and what users should do in a given situation

During situations in which an Al system does fail due to less than perfect system
reliability, information about the source of the failure should ideally be presented

to the user.

to make sure Cortana can hear you.

The automated functions/decisions that are more susceptible to error should be
made apparent to users, along with the factors that likely contributed to any given

failure.
The feedback Cortana provides in Windows 10 when it cannot hear the user.

Atoyan et al., 2006; Billings, 1997; Helldin, 2014



PRINCIPLE 6

Group and isolate less reliable or vulnerable Al

components/functions so that user trust of reliable
components/functions does not erode

To reduce the likelihood of distrust spreading to similar but functionally
independent systems, a distinction between reliable and unreliable system
components should be made apparent to the user when Al fails.

Adobe Lightroom’s automatic naming functionality separates pictures that it is confident in naming from
those that it is unsure of.

Collisson et al,, 2017; Lee & Moray, 1992; Muir & Moray, 1996



PRINCIPLE 7

Provide information about how the Al algorithm
works

When feasible, users should be given access to information about an Al system’s
algorithm because users tend to trust and rely on the Al more appropriately if
they understand how the system makes its decisions.

A LIME explanation of an image classification prediction made by Google's Inception neural network. The top

three classes predicted for the original image are "Electric Guitar” (p = 0.32), “"Acoustic guitar” (p = 0.24), and
"Labrador” (p = 0.21).

de Graaf & Malle, 2017; Collisson et al., 2017; Glass et al. 2008; Madumal et al., 2018; Pazzani 2000; Rovira et al., 2014; Koh & Liang, 2017; Ribeiro et al., 2016a, 2016b

Related to items you've viewed see more

When providing recommendations, Amazon gives users information about
why it made particular recommendations.

From: salem@pangea.Stanford. EDU (Bruce Salem)
Subject: Re: Science and theories

How is it possible for us to believe in God (or B0, I guess)
when science i SBOWH his existence to be impossible?

| think is the way to go forward.

Atheism Christianity
' Jgod

atheism

A LIME explanation of the basis of a text-classification platform's prediction of
whether or not an email is about atheism.



PRINCIPLE 8

Provide information about the uncertainty of the Al’s
predictions and decisions

Research has found that displays that notify users of prediction uncertainty can
preserve user trust towards the display and increase user performance.

Jung et al,, 2015; Kay et al.,, 2016, Wunderlich et al., 2017
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Netflix presents information about the uncertainty of its suggestion.
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REQUEST EXPRESS POOL
Wait up to 2 mins to see trip details

Uber’s Express Pool feature provides information about the uncertainty in its
estimate of the rider’s arrival by presenting a range of potential arrival times.




PRINCIPLE 9

J’ﬁ The New Yorker
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& Hide all from VICE 7
Stop seeing posts from this Page * "D" ' ‘. g 13:36

B Report post

A Save link

& Turn on notifications for this post
</> Embed

v More options

Allow users to provide feedback to improve the
accuracy of the Al system

Woman arrested near Prince George's school

A 40-year-old woman has been arrested on suspicion of

When Should a Prescription Drug's Side Effects attempted burglary at the London school attended by Pri...
. A s
Count as a Disability* @ ABC News - 1 hour ago - @
“Part of me can kind of understand where they're coming from, but most of me
doesn't.”
MOTHERBOARD.VICE.COM 2
@ Seattle .
o 3 1 Comment 1 Share
Providing users with the opportunity to provide feedback to an Al system has the | | | Analysts weigh in on what's next
. . . Facebook lets users give feedback to its algorithms for Seattle-based Nordstrom
potential to increase the accuracy of algorithms. with the option to “see fewer posts like this." R E-1 N
o,
business headlines this week, and raising ...
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I'm still laughing at the picture alone .
too. Wonderful piece from my friend Julie Gunlock.
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17°C in Redmond 21°C/ 8°C
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GOOP and the Media’s Double Standard on

Pseudoscience - Acculturated News in the Google App allows feedback through
GOOP keeps offering terrible advice, and the media keeps wondering why no yes/no Se|ec’[]ong.
one is calling out the site for it. Maybhe the media needs a mirror?
ACCULTURATED.COM
O=0D 43 5 Comments

[ﬁ) Like (J) Comment #> Share

Facebook lets users give feedback regarding
Collisson et al., 2017; Stumpf et al., 2007 how posts should be weighted in their feed.



PRINCIPLE 10

Balance Al transparency and information overload
wisely

The goal of system transparency is not to present all of the Al's capabilities,
behaviors, and decision-making rationale to the user; ideally the system should
present information as succinctly as possible to allow users to maintain situation
awareness without becoming overloaded.

Chen et al,, 2014; Lee & See, 2004, Medlock, 2016, Mercado et al.,, 2016, Perry, 2016

100 I

90 -
80

vy & N
o O O

N W
o O

Temperatures/ Relative Humidity
N
o

Saint Petersburg, Russia Climate Graph (Altitude: 13 ft)

;
— i
i

Jan Feb

Mar Apr May Jun Jul Aug Sep Oct

EERPrecipitation (in) w—Min Temp (°F)

M ax Temp (°F) ——Average Temp (°F)
w——Relative Humidity (%) Daylength (Hours)

w— et Days (>0.004 in) Average Suniight Hours/ Day
= Average Wind Speed (Beaufort) ~Days with Frost

A weather chart that overloads users with information
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Kronos (2018)

DISCUSSION

Additional Considerations

The principles to be implemented to increase

Al transparency may be dependent on a

number of factors, including:
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s to understand the Al model?

ney need to understand? Why?

ney already know?

nat type of data is it?

nat is their context of use?

Methods for increasing transparency should
be validated through user testing.

Tradeoffs between increases in transparency
and other constraints (e.g., technical
requirements, policy, standards,) should be
examined.
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Thank you
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